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Abstract—In internet of things, a central node to multiple 

sensor nodes is usually a short-range communication 

network, which generally uses random multiple access to 

resolve collision at a media access control (MAC) layer. In 

this case, the communication efficiency is not optimal. On the 

other hand, its efficiency can be improved in separated 

collision resolution, where collision signals can be separated 

and then decoded. For the resolution, good coding techniques 

can improve the performance of collision resolution. 

However, the conventional coding techniques usually need 

the signal fading coefficient estimated or be known in 

advance. The condition is not always satisfied in the short-

range network. This paper proposes a finite-symbol 

separation Viterbi decoder (FSVD) which does not need to 

know the fading coefficient. Through the estimation of a 

dictionary matrix, the uncertainty of signal separation can be 

eliminated, and thus obtain more accurate likelihood 

distances and improve the decoding accuracy. In 

experiments, we establish two ultra-high frequency (UHF) 

short-range wireless networks based on an FM0 code, using 

a simulation and a software radio platform, respectively. The 

experimental results show that the throughput of FSVD 

reaches about 0.61, which is about 0.25 higher than that of a 

traditional ALOHA network. 

 

Index Terms—short-range network, collision separation, 

FM0 

I. INTRODUCTION 

NTERNET of Things (IoT) establishes a ubiquitous 

connection of objects, people, and processes through the 

physical information collected by various sensors, and thereby 

form an internet where all things can be interconnected. The 

physical information of IoT needs to be collected by sensors 

before it can enter the internet to be exchanged. Short-range 

wireless communication is the main pattern for sensor 
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communication in IoT, such as NFC, WSN, RFID, Wi-Fi, and 

Bluetooth [1,2]. The short-range communication is usually a 

wireless network, where a central node, like a reader in item 

identification, access control or person positioning [3] will have 

the ability of collecting the information from distributed senor 

nodes. In order to improve the real-time performance of the 

short-range wireless sensor communication, it is necessary for 

the central code to have the ability to collect multiple 

information in a short time. The wireless communication uses a 

shared channel, so multiple nodes transmitting signal 

simultaneously will cause collision. Usually, the collision is 

resolved via random multiple access on a media access control 

(MAC) layer, such as ALOHA and tree resolution [4-9]. In the 

methods, signal packets are transmitted randomly. When a 

collision occurs, the packets are retransmitted randomly until 

successfully received. Although the random collision resolution 

is simple, the retransmission also increases when the nodes 

increases. This necessarily leads to a reduction in 

communication efficiency. In fact, the collision signals are the 

superposition of the signals and can be directly separated to 

decode. The separated collision resolution [10-14] no longer 

considers the collision signals as invalid ones, reduces signal 

retransmission, and thus advances communication efficiency. 

So, it has always received more attention. 

The short-range wireless communication networks often use 

signal encoding and decoding technology to reduce interference. 

Since the essence of the collision resolution is a kind of 

interference cancellation technology, good encoding can 

significantly improve the performance of the collision 

resolution. In wireless communication, signal frequency drift is 

a common phenomenon. Delay codes like FM0 and Miller 

codes [15,16] are also often used in short-range wireless 

communication to combat the frequency drift. Different from a 

matched filter, the delay codes can decode a symbol 0 or 1 via 

the change of signal phase instead of the period of signal, i.e. 

the frequency. Since the phase of the signal does not vary with 

the frequency, the delay codes can better solve the decoding in 
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the frequency drift. In the separated collision resolution, it will 

be very difficult to decode only through the change of the phase 

because the decoding signal are collision superimposed signal. 

A simple decoding method is to judge the phase change after 

separating the superimposed signals. An unsupervised k-means 

clustering method can be used for the signal separation [17]. 

When the number of signal sources increases, however, there 

are uncertainties for signal clusters. In order to solve the 

uncertainty, supervised separation can be used. The fading 

coefficients of the signal sources can be estimated and thus the 

cluster center points can be determined [18]. And then, the 

signals will be separated. However, how to estimate the fading 

coefficients is also difficult, because either pilot or blind [19-

21] estimation will increase the complexity of the system. 

Another collision resolution method is to directly decode the 

source signals from the collision ones instead of separating the 

signal, such as Viterbi and continuous interference cancellation 

[22]. The method uses a maximum likelihood criterion to find 

symbols most similar to the observed ones as decoded symbols. 

However, this method needs to calculate distance to find the 

maximum likelihood. If there is no prior information of the 

fading coefficients, the calculation of the maximum likelihood 

will probably fail. 

For the problems in the separated collision resolution, this 

paper proposes a finite-symbol separation Viterbi decoder 

(FSVD). From EPC C1 Gen2 standard [23], we use a simulation 

and a software radio platform to establish UHF short-range 

wireless networks based on an FM0 code [24] in experiments, 

where the collision resolution embedded into the ALOHA 

protocol is evaluated. The experiment results show that the 

proposed FSVD has a decoding efficiency of nearly 100% when 

a signal-to-noise ratio exceeds 15 dB and the collision sources 

are 2, 3 and 4. Moreover, FSVD's throughput is close to 

decoding algorithms with known fading coefficients, and is 

better than traditional algorithms with unknown fading 

coefficients. 

II. RELATED WORK 

Traditional MAC-layer collision resolution uses a random 

multiple access network, such as ALOHA shown in Fig. 1(a), 

where signal packets select random slots. If a collision occurs, 

the packets will be retransmitted in the next frame. However, 

the MAC-layer method treats the collision slot as invalid, and 

the communication efficiency is not high. Separated collision 

resolution is shown in Fig. 1(b), where collision signals can be 

separated and then decoded. Since it considers the collision slot 

to be effective, the communication efficiency will be improved. 

The collision signals are actually the superimposed signal of 

each source signal. One separated collision resolution is to 

firstly separate the collision signals and then decode it. Fig. 2(a) 

shows how two sources are superimposed and become collision 

signals. After received digital signals are Inphase-Quadrature 

(IQ) demodulated, generally, its sampling points can be 

projected onto a complex plane, where I is for a real axis and Q 

for an imaginary one. If the digital signals are represented by 

unipolar waves, then the sampling points of the collision signals 

will show  M = 2N  clusters on the complex plane, where N  is 

the number of signal sources. In this way, the set composed of 

the centroids of the clusters can be expressed as [17]. 

={ 0, 
1h , 

2h , …, 
Nh , 

1h +
2h , 

1h +
3h , …, 

1Nh −
+

Nh , 

…, 
1h +

2h +…+
Nh }                    (1) 

where 1h , 2h , …, Nh  are the fading coefficients of signal 

sources. After clustered, any sampling points can be separated 

into an N -dimension vectors from (1), and the set of separation 

results is expressed as 

={ [00...0]
N

, [10...0]
N
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N
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Fig.1. MAC-layer collision resolution and separated collision resolution. 
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Fig.2. An example for a collision signal with two signal sources projected to a 

complex plane. 
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where an element of will one-to-one correspond to that of 

 . For example, a point belonging to the cluster with centroid 

0 will separated into [00…0]. Fig. 2(b) shows an example, 

where a collision signal with two signal sources are projected 

to four clusters on a complex plane. 

Another separated collision resolution is to decode each 

source signal directly from the collision signal according to a 

code, such as FM0 and Miller code [15]. As delay codes, FM0 

and Miller code can not only resist frequency drift through 

phase changes, but also use their finite state machine to resolve 

the collision with a Viterbi algorithm [22]. Fig. 3(a) is FM0's 

state transition diagram and its waveform. From the figure, 

FM0 code can be regarded as a finite state machine, and the grid 

diagram shown in Fig. 4 can be drawn from the machine. The 

Viterbi algorithm in FM0 decoding actually finds a maximum 

likelihood path from the grid graph and then use a successive 

interference cancellation technique to resolve the collision. 

III. PROBLEM DESCRIPTION 

 For the separated collision resolution, the signal separation 

needs to know the centroids of clusters, but there is uncertainty 

in them. As shown in Fig. 2(b), the centroids are arranged 

clockwise from 0 to 1h , 1 2+h h and 2h .Since the fading 

coefficients' values and phases are unknown in advance, 

however, the arrangement may also be anticlockwise and even 

in other directions.  

If there are M centroids, then there may be M

MA permutations 

for the centroids. When M is large, the number of permutations 

will be a huge value. If the centroid arrangement cannot be 

determined, the signal separation will be difficult. The most 

direct solution is to estimate the signal fading coefficients for 

the arrangement. However, there are still difficulties in the 

estimation. If a pilot method [21] is selected, the pilot needs to 

be designed. This will increase the complexity of the system. 

Moreover, the pilot will reduce the communication efficiency. 

If a blind estimation [20] is selected, on the other hand, the 

complexity of the system will also increase due to its higher 

computation. 

For the direct separated collision resolution, it needs to 

calculate a distance between observed signals and searched 

ones to find a maximum likelihood path. If the signal fading 

coefficients are unknown, however, a misjudgment will also 

produce. Fig. 5 shows a unipolar wave with a fading coefficient 

of nh which is much smaller than 1. In the example, a symbol 1 

will be easily misjudged as 0 and thus a wrong survival path 

will be found. For the problem, we can estimate nh and 

normalize the unipolar wave. As mentioned above, however, 

the estimation will bring the complexity of the system. 

The separated collision resolution proposed in this paper will 

solve the cluster uncertainty with lower complexity. The 

collision signals are uniquely separated to a unipolar wave with 

normalized 0 and 1. And then, a likelihood distance is 

calculated to reduce the error rate. 

IV. SYSTEM MODEL 

The model of the short-range wireless network studied in this 

paper is shown in Fig. 6. Several nodes in the model use shared 

wireless channels to send data to a central node. Similar to the 

ALOHA algorithm, firstly, the nodes randomly select slots to 

send signals to the central node. If multiple signals collide in a 

slot, however, the separated collision resolution instead of re-

transmitting is performed. Only when the separated signal is not 

decoded correctly, does it need to be retransmitted. Assume that 

in such a time slot, there are K binary symbols  , 0,1n ku  n =1, 

2, … N , k =1, 2, … K  sent by N  nodes and the symbols are 

encoded into sequences  , 0,1n kv   , n =1, 2, … N , k  =1, 2, …

K  . In general, K  K  . For example, Fig. 3 shows that a 

symbol 0 will be FM0 encoded into two symbols 1 and 0, or 0 

and 1 where K = K  /2 [23]. If L is expressed as carrier leakage, 

then a signal ( )y t  after IQ modulated at a receiving central 

node is expressed as 
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Fig.3. FM0 state machine and its waveform. 
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Fig.4. Grid for Viterbi algorithm in FM0 coding. 
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Fig.5. An example of misjudgment for a symbol. 
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1

( ) ( ) ( )
N

n n

n=

y t = h x t + t L +                     (3) 

where 

nh is a complex fading coefficient from the  n -th node to the 

receiving node, and in short-range communication, the 

fading coefficient can be regarded as a linear time-invariant 

flat fading channel in a short communication time [22], 

,1
( ) ( )

n

K

n n k a n nk
x t v g t k a b



=
= − −  represents the n -th node 

signal,  

na  and 
nb  are the symbol period and symbol delay 

respectively,  

( )
nag t is the modulated square wave, i.e. ( )

nag t =1 when 

0 nt a  , otherwise 0, 

( )t is an additive noise signal. 

When decoding the received signal, we firstly sample the 

received signal. Suppose T  is a sampling period, and I  

samples can produce a received signal vector Y = [ ]iy 
1 I , 

where  is a complex number set and ( )iy y iT= , i =1, 2, …

I . Then, a minimum variance criterion is used to separate the 

vector Y  into N  source signal vectors ˆ
nx , n =1, 2, … N . 

Finally, the symbol vectors ˆ
nu = ,

ˆ[ ]k nu {0,1} 1K , n =1, 2, … N

are obtained from ˆ
nx , via a Viterbi decoder. 

V. FSVD ALGORITHM 

A. Overview of Separation 

This sub-section gives the overview of the signal separation 

and Fig. 7 shows the flow chart of the separation. First, the 

received signal Y  is projected on a complex plane. After 

clustered in the plane, M  centroids 
mc  , m =1, 2, … M  

can be obtained. Next, a dictionary matrix D̂  is estimated from 

the clustered centroids. After iy  clustered, in addition, there 

will be i my   where 
m

 denotes a set of points in the m -th 

cluster. Finally, a separation function ( )dict f  can be determined 

from the dictionary matrix and the clustering result, and thus 

the separated source signal vector ˆ
nx = ,

ˆ[ ]i nx  would be obtained 

from the function. 

B. Dictionary Matrix Estimation 

Let D =[
md ]{0,1} M N  be a dictionary matrix composed of 

row vectors 
md , where 

md   and 
md 

nd  when m  n . 

Then, the cluster center vector C = [ ]mc 
1M  can be 

expressed as 

=C DH                                         (4) 

where H = [
1h ,

2h , …
Nh

T] . If the dictionary matrix D  is 

determined, a mapping relationship ( )sep f  between points in 

m
 and 

md  can be obtained from (4), expressed as 

( )m sep iy=d f , if i my                           (5) 

For example, if 
2d =[0 1 0 1] and iy  are clustered into 2iy  , 

it can be decomposed into four sampling points 0, 1, 0 and 1. 

To determine the function of equation (5), the dictionary matrix 

D  needs to be estimated. Establish a cost function as 
†

2( | )= || ||f −C D DD C C                          (6) 

and the following estimates were obtained (the proof seen in 

Appendix) 

 
†

2
ˆ arg min || ||



= −
D

D DD C C                        (7) 

where  is a set of the matrix D  with row vectors 
md  , and 

†( ) denotes a pseudo-inverse. Since  is a finite set, the set  

of D  is also a finite set. Thus, the estimation in (7) can be 

performed through a brute search. Note that the estimation in (7) 

does not need to know the signal fading coefficient H  in 

advance. 

C. Low-complexity Estimation 

From (7) and (2), we can see that | | =
M

MA = !M . A brute 

search for (7) will result in higher complexity. We give the 

following two methods. 

1) N  4 

A cluster centroid [00...0] can be determined in advance 

since it corresponds to the carrier leakage L  during a silent 

period. In this case, C  and D  can be updated as 

C = [ ]mc 
( 1) 1M −  ，           ( )mc  -{0}                 (8) 

D =[
md ]{0,1}

( 1)M N− 
，

md  -{[0,0,…0]}         (9) 

From (8-9), | | can be reduced to ( 1)!M − . Substitute it into 

(6-7), we have the number of searches reduced to 3! =6 and 

7!=5040 when N  is 2 and 3. Moreover, (6) can be rewritten as 

2
ˆ arg min || ||

 

=
D

D D C                               (10) 

where  is a matrix set composed of † = −D DD I , D  

and can be pre-calculated and stored in memory. Therefore, the 

search in (10) can be performed in a set of the pre-stored 

matrices to reduce computational complexity. 
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Fig.6. System model for a short-range wireless network. 
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2) N  4 

When the number of nodes N  in a collision slot is large, the 

number of searches will increase significantly. For example, 

when N =4, the number of searches is 15! ≈7e5 and (10) will 

result in huge computational cost. A genetic algorithm [25] can 

be used to reduce the computational cost if the problem is 

expressed as a constrained integer nonlinear programming 

problem, i.e. 

1 2 1min ( , ,... )Mf    −  

subject to 1 1 , 1,2,... 1

, if 

m

m

m n

M m M

m n





 




  − = −
  

                     (11)              

where 
†

1 2 1 2( , ,... ) || ( ) ||Mf    − = −DD I C                     (12) 

D = 2[ ( , )]d b m Nf {0,1} ( 1)M N−                    (13) 

2 ( , )d b m Nf  is a function of a decimal number converted into a 

N -dimension binary vector (e.g. 2 (5,4)d bf = [0 1 0 1]). We 

adopt a genetic algorithm function in MATLAB to realize the 

optimization. Since the MATLAB function can only realize the 

optimization with decimal integer constraints, the function 

2 ( )d b f  is used to convert decimal numbers to binary numbers. 

If 1 2 1
ˆ ˆ ˆ, ,... M   −  is a group of solutions for the program, then 

substituting it into (13) will have the estimated dictionary D̂ . 

D. Separation and Viterbi Decoding 

First, we will separate the collision signals. From the 

functional in (5), let iξ = ( )dict iyf . Then, the collision signal 

vector Y  can be separated into a signal matrix X̂ = [ ]iξ 

{0,1}I N
with row vectors iξ , i =1, 2, … I . The separation can 

be expressed as 
ˆ ( )sep=X f Y                                          (14) 

Here, write the signal matrix X̂  into X̂ = ˆ[ ]nx  {0,1}I N
 with 

column vectors ˆ
nx = ,

ˆ[ ]i nx 1{0,1}I ,where ,
ˆ ˆ ( )i n nx x iT=  is the 

i -th sampling point of the n -th source.  

Next, we will decode the separated signals. A Viterbi 

algorithm ( )vit f  for an FM0 (shown in Fig. 4) or a Miller code 

rule will decode the n -th source vector ˆ
nx  to 

ˆ ˆ( )n vit n=u f x                                       (15) 

where ˆ
nu = ,

ˆ[ ]k nu {0,1} 1K . Note that the separated vector ˆ
nx  

is composed of a sequence of binary 0 and 1. When we calculate 

a likelihood path, therefore, the misjudging case in Fig. 5 will 

not occurs because the fading coefficient nh  has normalized to 

1.  

Finally, the steps of FSVD algorithm are given in Table I. 

VI. EXPERIMENT SETUP 

In this experiment, we adopt the parameters in EPC C1 Gen2 

[20] to establish UHF short-range wireless networks to evaluate 

the performance of the proposed algorithm. In the networks, a 

reader acts as a central receiving node and several sources act 

as other transmitting nodes. The reader allows the sources to 

randomly select time slots to send their signals. If there is a 

collision in a slot, the collision signal in the slot will be decoded. 

The experiment gives results through simulation data and 

measured data, respectively. The setup of the experiment is as 

follows. 

A. Data Generation 

1) Simulation Data 

In this simulation, a random multiple access method uses 

ALOHA, where a frame length and sources are both 128. Since 

the two are equal, the average number of collision sources in a 

collision slot is about 2.33 [9]. Thus, we mainly simulate the 

collision signals of 2, 3, and 4 sources in a collision slot. The 

simulated collision signal is from (3), i.e. a complex baseband 

signal added a Gaussian white noise. The main parameters are 

from EPC C1 Gen2 standard and the details are shown in Table 

II. 

In addition, Table III gives signal fading coefficients for 2, 3 

and 4 sources, respectively. The performance of the traditional 

Viterbi [22] is related to the signal coefficients. Some 

coefficient values will make the Viterbi fail to search a survival 

path. The fading coefficients given in Table III will distinguish 

the performance of the traditional Viterbi and the proposed 

FSVD. 

 

2) Measured Data 

For measured data, we use a universal software radio 

peripheral (USRP) to establish a UHF short-range wireless 

network, whose parameters is still from EPC C1 Gen2. Its 

software is implemented with GNU Radio [24], and its code 

TABLE I 

FSVD ALGORITHM STEPS 

Inputs: 

Received signal vector Y = [ ]iy 
1 I  

Outputs: 

Source symbol vectors 
,

ˆ ˆ[ ]n k nu=u  {0,1} 1K , n =1,2, … N  

Known conditions: 

Carrier leakage L  

Viterbi decoding function ( )vit f  

Steps: 

①Clustering: get a centroid vector C = [ ]mc 
1M  

②Dictionary matrix estimation: get D̂  from (10) or (11) 

③Signal separation: the signal separation matrix X̂ = [ ]iξ  

{0,1}I N  is obtained from (14) and (5) 

④Decoding: get symbol vectors ˆ
nu =

,
ˆ[ ]k nu  {0,1} 1K , n =1, 

2, … N  from (15) 

 

 

 

 

 

TABLE II 

PARAMETERS FOR SIMULATION DATA 

Parameters Description 

Link frequency 150 kHz 

Symbol length K  16 

Sampling Frequency 7.5 MHz 

Symbol period tolerance  7% 

Symbol delay tolerance 

Iterations in Kemans 

Encoding 

Type 

Initial state 

Preamble 

 2.46 µs 

50 

 

Single type FM0  

1S  

1,0,1,0,v1,1 

Note: 1. "v" is a symbol breaking the encoding [23]. 
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6 

download address is https://github.com/nkargas/Gen2-UHF-

RFID-Reader. The USRP platform uses a USRP N200 

motherboard and RXF900 daughter board to act as a reader, i.e. 

a central receiving node, and several EPC C1 Gen2 sources act 

as other transmitting nodes. Besides, the daughter board is 

equipped with two circularly polarized antennas, one for 

sending and the other for receiving. Table IV gives some 

parameters in the software radio. Finally, the measured data can 

be captured by the USRP reader and collision signals will come 

from the segment of collision detect RN16 [23], as shown in 

Fig. 8. 

B. Evaluated Algorithm 

In order to evaluate the performance, this paper compares 

four algorithms. The first is the proposed FSVD, and its steps 

are given in Table I. The second is the traditional Viterbi 

algorithm [22], denoted by C-Viterbi, The Viterbi algorithm 

can use Hamming distance or Euclidean distance to calculate 

the likelihood of each path when decoding. If Hamming 

distance is used, it is a hard decision and the result is not optimal. 

Here, we use Euclidean distance to calculate the likelihood 

distance. The algorithm uses successive interference 

cancellation to decode each collision signal source, respectively. 

The third is the Viterbi algorithm with known fading 

coefficients (e.g. adopting the method in [11, 26] to estimate 

them), denoted by H-Viterbi. The algorithm separates collision 

signals by known fading coefficients [10-14], and then 

performs Viterbi decoding on the separated signals. The fourth 

is phase-jump decoding by FSVD algorithm without known 

fading coefficients, denoted by FS-Jump (the decoding is based 

on the encoding rule of FM0 [15,16] and does not require 

searching for an optimal path. After the separated signal is 

passed through the matched filter, it is detected whether there is 

a jump in each symbol period. If there is a jump, it will be 

decoded as 0, otherwise it will be decoded as 1). The algorithm 

firstly separates the collision signals by FSVD, and then phase-

jump decode the separated signals. The details in the above 

algorithm are given in Table V. Besides, it is noted that FSVD 

and FS-Jump both use two clustering methods, K-means and 

grid clustering, one for simulated data and the other for 

measured data. The reason is that K-means has better clustering 

performance for simulated data with lower SNR, but has higher 

complexity. Grid clustering [17] has lower complexity, but has 

good performance only for real data with higher SNR. 

C. Experiment Metric 

In this experiment, we will use the following metrics to 

evaluate the algorithms. 

 Bit error rate (BER) is defined as the number of decoded 

symbols with error SN  above the total number TN , 

shown as 

TABLE III 

SIGNAL FADING COEFFICIENT SETTING 

Tag 2 31 4 

1h  i 40.3e  80.2e i  80.02e i  80.2e i  
2h  80.5e i  40.3e i  110.03e i   3 80.4e i  

3h   3 80.6e i  3 80.05e i   2 90.3e i  
4h     70.1e i  

Note: 1. The coefficients in the first column are used in Fig. 10 and 13,  

and the second column used in Fig. 15. 

 

 

 

 
TABLE IV 

PARAMETERS FOR USRP 

Parameter Description 

Motherboard USRP N200 

Daughter board RXF900 

Antenna 

Quantity 

Type 

Gain 

 

2 

Circularly polarized 

7 dBic 

Distance 0.5-1.5 m 

Link frequency 40 kHz 

Maximum queries 

Encoding 

Transmission power 

Emission amplitude 

Topology 

1000 

FM0  

17.8 dBm  

0.1 

Tags are randomly placed in 

front of a reader, as long as they 

are not fully overlapped. 

 

 

 TABLE V 

EVALUATED ALGORITHM SETTING 

Algorithm Description 

FSVD 

Clustering Method3 

Nonlinear Programming 

Decoding 

Channel 

 

Kmeans, Grid clustering 

Genetic algorithm1 

Viterbi 

Unknown 

C-Viterbi2 

Decoding 

Channel 

 

SIC Viterbi decoding 

Assuming known 

H-Viterbi2 

Decoding 

Channel 

 

Viterbi decoding 

Assuming known 

FS-Jump 

Clustering Method3 

Decoding 

Channel 

 

Kmeans3, Grid clustering3 

Phase hopping decoding 

Unknown 

Note: 1. GA algorithm code from MATLAB. 

2. Viterbi use Euclidean distance to calculate the path 

likelihood, in instead of a hard decision like Hamming 

distance. 

3. Kmeans for simulation data and grid clustering [22]  

for measured one. 

 

 

 

 

Fig.8. Wave captured by USRP reader from EPC C1 Gen2. 
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S

T

N

N
 =                                     (16) 

 Decoding efficiency is defined as the average number of 

successfully decoded source packet SK  in a collision slot 

above the number of collision sources TK , shown as 

S

T

K

K
 =                                     (17) 

where a symbol packet will be considered as a successfully 

decoded packet if and only if all symbols in the packet are 

successfully decoded. 

 Throughput is defined as the average number of 

successfully decoded symbol packets in a frame SL  above 

the frame length TL , shown as 

S

T

L

L
 =                                    (18) 

 Decoding time DT  is defined as the average time that each 

algorithm spends to decode each collision signal in a collision 

time slot. The metric is to measure the complexity of the 

algorithm. All data processing is performed under an ASUS 

FL8000U PC computer with a CPU, Intel Core i7-8550U. 

VII. EXPERIMENTAL RESULTS AND ANALYSIS 

In this experiment, we mainly compare the four algorithms 

of h-Viterbi, FSVD, FS-Jump and c-Viterbi. H-Viterbi assumes 

fading coefficients to be known and thus perform supervised 

collision signal separation. FSVD performs unsupervised 

collision signal separation with unknown fading coefficients. 

Since both of the algorithms use Viterbi decoding, the 

unsupervised separation performance of FSVD will be close to 

that of the supervised separation with known fading coefficients 

if FSVD's performance is close to H-Viterbi. FS-Jump and 

FSVD both use the collision separation with unknown fading 

coefficients. The former uses phase-jump decoding and the 

latter uses Viterbi decoding. If FSVD performs better than 

phase-jump decoding, it means that Viterbi performs better than 

phase-jump. C-Viterbi directly decodes sources from the 

collision signal instead of separating first. Under some fading 

coefficients, C-Viterbi will misjudge a survival path. This 

simulation uses the fading coefficients and let c-Viterbi 

compared with the other methods to show the misjudgment. 

A. Simulation Data 

In the simulation, we use MATLAB software to evaluated 

the performance of the above algorithms. 

When SNR ranges from -20 to 25 dB, we give BER curves 

for 2, 3, and 4 sources, shown in Fig 9, 10, and 11. As can be 

seen from Fig.9, when SNR is between -5 dB and 5 dB, FSVD's 

BER curve is between H-Viterbi and FS-Jump. That is, the 

performance of the FSVD algorithm is close to H-Viterbi with 

known fading coefficient, and is better than FS-Jump with the 

same separation algorithm. The result shows that FSVD's 

separation performance is close to the supervised clustering 

performance. Since FSVD's separation algorithm is the same as 

FS-Jump, the result also shows that Viterbi decoding is better 

phase-jump decoding. In addition, when SNR is between 5 dB 

and 25 dB, C-Viterbi's curve tends to be approximately 

horizontal. The result shows that its BER cannot be reduced 

even if SNR is increased. The reason is that, the fading 

coefficients in Table III make C-Viterbi search for an invalid 

survivor path and thus not decode more sources. The result in 

Fig. 10 are similar to that in Fig. 9. FSVD's BER curve is still 

between H-Viterbi and FS-Jump, and C-Viterbi cannot decode 

more sources. In Fig. 11, the best performance is still H-Viterbi 

with known fading coefficients, while FSVD and FS-Jump's 

BER curves decrease with SNR. Note that the BER in Fig. 11 

is the average result of four sources, so the BER does not occur 

on every source evenly. From the separation efficiency in Fig. 

14, it can be seen that although the BER is about 10-1, the 

separation efficiency can exceed 50%. The result shows that 

when SNR increases, the three algorithms can decode more 

 

Fig.9. BER with 2 collision sources. 

 

 

 

 

 

Fig.10. BER with 3 collision sources. 

 

 

. 

  

 

Fig.11.  BER with 4 collision sources. 

 

. 

. 

 

. 

  

  

Fig.12.  Decoding efficiency with 2 collision sources. 

 

. 
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sources. However, their BERs increase, compared with Fig 9 

and 10 because the clustering accuracy under 4 sources is not 

as good as that 2 or 3 sources. For C-Viterbi, although its BER 

decreases with SNR, due to the fading coefficients, when SNR 

increases, the algorithm still cannot decode more sources. 

When SNR ranges from -20 to 25 dB, we give decoding 

efficiency curves with 2, 3 and 4 sources, as shown in Fig. 12,13, 

and 14. Similar to the BER curves, FSVD's efficiency curve is 

between H-Viterbi and FS-Jump, and the decoding efficiency 

of C-Viterbi cannot reach 100% even under higher SNR. The 

result shows that the decoding efficiency of FSVD is affected 

by SNR or the number of collision sources. When SNR 

increases or the number of sources decreases, FSVD's 

efficiency will increase. On the other hand, the performance of 

C-Viterbi is related to the fading coefficients of sources. Given 

the coefficients in Table III, it will make C-Viterbi not to 

correctly decode some sources. Fig. 15 shows another decoding 

efficiency curve of C-Viterbi, where this group of fading 

coefficients is also given in Table III. Compared with Fig. 13, 

the decoding efficiency of C-Viterbi changes into 0. Even if 

SNR increases, its decoding efficiency cannot be advanced and 

no sources can be decoded under the group of coefficients. 

When SNR ranges from -20 to 25 dB, we give the throughput 

of the above algorithms embedded in ALOHA of the short-

range network, as shown in Fig. 16. In addition, the figure 

shows the throughput of an ALOHA system without separated 

collision resolutions, which is close to a theoretical value of 

0.367. From the figure, when SNR increases, the throughput of 

the separated collision resolutions will be greater than that of 

the ALOHA system without separated resolutions. This 

indicates that the separated collision resolution algorithm can 

indeed increase the throughput of ALOHA. Like the results of 

the BER and decoding efficiency, FSVD's throughput is 

between H-Viterbi and FS-Jump and reach about 0.6 at SNR of 

15, while C-Viterbi 's throughput can only reach about 0.5. In 

particular, when SNR=5dB, the decoding efficiency of FSVD 

 

Fig.13.  Decoding efficiency with 3 collision sources. 

 

 

 

. 

  

 

Fig.14.  Decoding efficiency with 4 collision sources. 

 

 

. 

  

 

Fig.15.  Decoding efficiency with 3 collision sources for another group of 

fading signal coefficients. 

 

 

. 

  

 

Fig.16.  Throughput of separated collision resolutions in ALOHA system. 

 

 

. 

  

 

Fig.17. The number of collision slots with 0 to 8 sources in ALOHA system 

where a frame length and collision time slot are both 128. 

 

 

. 

  

(a) Collision signal with 2 sources

(b) Collision signal with 3 sources

(c) Collision signal with 4 sources

 

Fig.18.  Module of complex collision signal captured by USRP. 
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algorithm is 60% for the case of 2 collision sources and 55% 

for 3 collision sources, and the throughput is 0.53. 

In addition, note that Fig. 9-14 give the simulation results 

only for 2, 3, and 4 collision sources, because there are rarely 

more than 4 sources in a collision slot if a frame length and the 

number of collision sources are equal. Fig. 17 gives the number 

of collision slots with 0 to 8 sources, respectively when the 

frame length and collision time slots are both 128. As shown in 

Fig. 17, the number of collision slots with more sources is less. 

In particular, the number of slots where the collision sources 

exceed 4 is already very small. 

B. Measured Data 

The measured data in this subsection is generated by the 

USRP platform. The collision signals with 2, 3 and 4 sources, 

are given in Fig. 18, where the signal amplitudes are the module 

of their complex signals from I and Q channels. Table VI gives 

the decoding results for the measured signals, the decoding 

efficiency of the FSVD algorithm is 100% for the case of 2 tags 

and 3 tags, and the throughput is 0.61. Note that since the fading 

coefficients in the measured data is difficult to be obtained in 

advance, the experiment results of H-Viterbi are not given. 

From the table, FSVD has the best BER, decoding performance 

and throughput. On the other hand, C-Viterbi fails to decode the 

collision signal, so its throughput can only approach an 

ALOHA system without separation. However, it can also be 

seen from the table that FSVD's time for decoding 2 and 3 

sources is about 3 times and 5 times that of C-Viterbi, 

respectively, and decoding 4 sources will take more time. In Fig. 

17, when a frame length is equal to the number of sources, the 

number of slots with more than 3 collision sources does not 

account for much and thus the case of decoding 4 sources will 

also occur less. It is also worth noting that the decoding 

efficiency of C-Viterbi is 0. The reason is that after the received 

collision signal is removed from carrier leakage, the fading 

coefficients are all below 0.05. The result is similar to Fig. 15 

where the searched survivor path fails. Of course, we can 

increase the signal transmission power or shorten the distance 

between sources and an antenna. However, this will increase 

the power consumption, or a closer distance may not always be 

guaranteed in some applications. 

VIII. DISCUSSION 

A. Random Ricean Quasi-static Channel Fading Coefficients 

In the simulation experiment, it is not enough to give only 

the channel fading coefficient in Table III, which does not fully 

reflect the performance of each algorithm because the FSVD 

algorithm and the FS-Jump algorithm are related to clustering. 

If the fading coefficients of some sources are close, the number 

of clusters will be M < 2N
 and thus the performance of the 

algorithm will be greatly affected. Since the fading coefficient 

will change with the environment, the case above may occur. It 

should be more reasonable to evaluate the algorithms in a 

random channel than in a fixed channel. Here, we generate 

random Ricean quasi-static channel fading coefficients, and 

give the results of BER, decoding efficiency and throughput in 

such channels. The random Ricean quasi-static channel fading 

coefficients are generated by  

1
*

1 1

fac

Ricean Rayleigh

fac fac

K
H H

K K
= +

+ +
              (19) 

where 
facK  is Ricean factor which is set to 3.9811dB from this 

communication condition [27], and mean square value of 

RiceanH  is 0.8080. 

TABLE VI 

RESULTS OF EVALUATED ALGORITHMS FOR MEASURED DATA
1 

Collided 

number  

Index FSVD FS-Jump C-Viterbi 

 

2 

 

 

3 

 

 

4 

 

/ 

  

 ( 0
0 ) 

DT (ms) 

  

 ( 0
0 ) 

DT (ms) 

  

 ( 0
0 ) 

DT (ms) 

  

0 

100 

19 

0 

100 

48 

0.35 

6.1 

9.9E4 

0.61 

0 

100 

14 

0.021 

67 

41 

0.39 

3.7 

9.9E4 

0.59 

0.59 

0 

6.5 

0.63 

0 

9.8 

0.55 

0 

11 

0.37 

Note: 1.Setup of the experimental results can be seen in Table IV. 

 

 

Fig.19.  BER of the 2 collision sources in Ricean quasi-static fading channel. 

 

 

. 

  

 

Fig.20.  BER of the 3 collision sources in Ricean quasi-static fading channel. 

 

 

Fig.21.  BER of the 4 collision sources in Ricean quasi-static fading channel. 
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Fig. 19-21 show the BER curves of 2, 3 and 4 collision 

sources, respectively. For 2 and 3 collision sources, except for 

the H-Viterbi algorithm with known channel state information, 

the proposed FSVD has the best BER performance. In the case 

of 4 collision sources, the performance of C-Viterbi algorithm 

is slightly better than that of FSVD, which is similar to the result 

of BER using a fixed channel. The reason is that FSVD 

adopting genetic algorithm sometimes may obtain a local 

optimum in the case of 4 sources, which will cause more errors. 

Fig. 22-24 show the decoding efficiency curves of 2, 3 and 4 

collision sources, respectively. The results are consistent with 

Fig. 19-21. Except for the 4 collision sources, FSVD has better 

decoding efficiency performance. Note that in the dynamic 

ALOHA system, there are fewer cases of 4 collision sources in 

a time slot, as shown in Fig. 17. Therefore, even if the C-Viterbi 

algorithm has better performance in decoding 4 collision 

sources, it may not have higher throughput. Fig. 25 shows the 

throughput curve under the random Ricean channel. When SNR 

is greater than 7 dB, the throughput of FSVD is greater than C-

Viterbi. When SNR=7 dB, the decoding efficiency for the case 

of 2 collision sources and 3 collision sources are 76% and 25% 

respectively, and the throughput is 0.52. 

B. Signal to Interference and Noise Ratio  (SINR) 

In the previous experiment, we give the results with varying 

SNR. However, the algorithm may also be related to the signal-

to-interference ratio, that is, the relative power between the 

signal sources. Here, we consider the case for two collision 

sources. The case for three or more than three collision sources 

 

Fig.22.  Decoding efficiency of 2 collision sources in Ricean quasi-static fading 

channel. 

 

 

. 

  

 

Fig.23.  Decoding efficiency of 3 collision sources in Ricean quasi-static 

fading channel. 
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Fig.24.  Decoding efficiency of 4 collision sources in Ricean quasi-static fading 

channel. 
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Fig.25.  Throughput of separated collision resolutions in Ricean quasi-static 

fading channel. 
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Fig.26.  When SNR’=10 dB, BERs of 2 collision sources changes with SIR. 
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Fig.27.  When SNR’=10 dB, decoding efficiencies of 2 collision sources 

changes with SIR. 
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Fig.28.  When SNR’=5 dB, BERs of 2 collision sources changes with SIR. 
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are similar to the case for two ones. We define SIR  and SNR  

as 

2

1

10lg
P

SIR
P

=                                   (20) 

110lg
N

P
SNR

P
 =                                  (21) 

respectively, where 

1P is the signal power of source 1, its channel fading 

coefficient adopts source 1 in column 1 of Table III, and its 

modulus and phase are both fixed, 

2P is the signal power of source 2 and the phase of its channel 

fading coefficient adopts source 2 in column 1 in Table III, 

but its modulus will change with SIR , 

NP is a noise power and changes with SNR . 

Fig. 26-29 show the BER and decoding efficiency changing 

with SIR  under different SNR . In Fig. 26, when SNR =10 

dB, except C-Viterbi, the three ones have no errors, so their 

efficiency also achieve 100% in Fig. 28. Note that the BER of 

C-Viterbi has a peak around SIR =0 dB. The reason is as 

follows. C-Viterbi directly decodes the strongest signal from 

the collision signal, and then uses successive interference 

cancellation (SIC) to decode the next strongest signal. Weaker 

signal will be considered as interference in each decoding. If 

SIR =0dB, the power of the signal and the interference are 

nearly equal. In this case, therefore, the algorithm cannot judge 

which signal is interference signal and will produce too many 

errors. In the USRP hardware experiment, we can calculate the 

channel fading coefficients of different sources. According to 

(20), after 10 experiments, the average SIR can be about 1.9371 

dB. We subtract the expected source signal from the original 

collision signal to get the noise signal. According to 

signal noise10lg( )SNR P P= , after 10 experiments, we can get an 

average SNR of about 12.0276 dB. 

In Fig. 28 of SNR =5 dB, except C-Viterbi, all other three 

algorithms' BERs increase with SIR  when SIR  >0 dB. The 

reason is that the performance of the three algorithms is related 

to the clusters from collision signals on an IQ plane. When SIR  

is not larger, as shown in Fig. 30, the distance between each 

cluster is larger and clustering can get better results. However, 

when SIR  increases, the amplitude of one source becomes 

larger and the distance between clusters becomes closer, as 

shown in Fig. 30. In this case, the clustering effect will be poor 

if the noise power increases. Thus, more errors will produce. 

However, if SIR  is large, the proposed method is not 

necessarily required. Capture effect [28, 29] will occur while 

the collision signal decoded, that is, the signal with the strongest 

power can be directly decoded. As shown in Fig. 30, it can be 

approximately regarded as only two clusters. No collision can 

be detected because the relation of the number of clusters and 

the number of sources, 2NM =  can know N =1. 

Therefore, the influence of SIR on the algorithms is as 

follows. When the signal and interference power are close, C-

Viterbi will generate more bit errors. On the other hand, when 

 

Fig.29.  When SNR’=5 dB, decoding efficiencies of 2 collision sources changes 

with SIR. 
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SIR is not larger SIR is larger

0

h1

h2

h1+h2

h1

h2

0

h1+h2

 

Fig.30.  Clusters for 2 collision sources with different SIR. 

  

(c) Tag topology case 2, where the distance between two 

signal sources is greater than 15 cm and less than 20 cm.
(d)  The collision signal constellation under Tag Topology 

Case 2.

(b)  The collision signal constellation under Tag Topology 

Case 1.

(a) Tag topology case 1, where the distance between two 

signal sources is less than 1 cm.

Electronic source sensing area.

h1

h2

h1+h2

0

0
h1+h2

h1

 

Fig.31.  Different tag topology scenarios and their corresponding collision 

signal constellation. 

 

 

Fig.32.  Waveform of USRP measured data at different Tx. 
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the signal power is much greater than the interference power, 

the proposed algorithm will cause bit errors, but the capture 

effect can be used to directly decode the collision signal. 

The 2 sources placement in two different scenarios is shown 

in Fig. 31, where (a) is the scenario where the distance between 

two signal sources is less than 1 cm, (c) is the scenario where 

the distance between two signal sources is greater than 15 cm 

and less than 20 cm. However, due to the limited performance 

of our hardware equipment, we cannot collect collision RN16 

signals when the distance between signal sources is greater than 

20 cm. The reason is that when the distance is too large, the 

electromagnetic wave energy radiated by our antenna cannot 

make the signal source active. Although the channel fading 

coefficient of the tag is slightly different, it is still relatively 

close, that is, the SIR  is close to 0 dB. The USRP platform 

transmitter daughterboard is SBX-400, recommended by 

reference [24], its open-source code on 

https://github.com/nkargas/Gen2-UHF-RFID-Reader does not 

have an adjustable transmit power parameter, so we choose the 

variable “self.rx_gain” in the “reader.py” file under the “Gen2-

UHF-RFID-Reader/gr-rfid/apps/” directory to adjust the 

received signal power, and the values are 1, 5, 10, 15, 20 dBm, 

as shown in Fig. 32. In the experimental results, the average bit 

error rate of the traditional algorithm C-Viterbi is 0.3667, which 

still cannot be successfully decoded. However, the bit error rate 

of the FSVD algorithm is 0, the performance is better. 

C. Number of Sources  

Finally, the proposed method assumes perfect knowledge of 

the number of collision sources. If the number N is unknown, 

however, the method will be limited. Actually, some literatures 

[11, 26] have study the problem. The frequency and modulation 

method in the above references are the same as ours. They 

perform IQ modulation on the collision signal and then map it 

to a complex plane to determine the number of clusters. If the 

number of clusters M is determined, the number of conflicts

N will also be determined, because of the relationship M =

2N
. Since we consider only the case of 1, 2, 3 and 4 sources, 

we estimate that the number of clusters can only be 2, 4, 8 and 

16. The estimation methods are briefly described as follows.  

Reference [11] uses the "Slot State Detection Algorithm 

(SSDA)". It firstly divides the samples on an IQ plane into small 

grids, and then calculate the number of clusters by finding the 

local maximum of the sample density. Reference [26] adopts 

the "improved frequency shift algorithm". It updates the cluster 

centers in a denser direction through Euclidean distance to find 

the densest points, and finally get the number of collision 

sources. Since the methods solve the estimation very well, we 

do not focus on the problem in this paper.  

IX. CONCLUSION 

For a short-range wireless network with an ALOHA system, 

this paper uses a separated collision resolution to decode 

collision signals to improve the network throughput. In a 

simulation experiment, the throughput of the proposed FSVD is 

about 0.62 at a SNR of 15 dB, and the throughput of the H-

Viterbi algorithm with known fading coefficients is about 0.63. 

The difference between the two is only 0.01, but the FSVD does 

not need to estimate the coefficients. On the other hand, a 

traditional C-Viterbi algorithm will result in misjudgment of a 

survival path under some fading coefficients. Compared with 

an ALOHA without separation, the throughput of C-Viterbi has 

not been greatly improved. This paper also uses a software radio 

platform to establish an ALOHA near-field communication 

network from EPC C1 Gen2 standard. For the captured data 

from the platform, FSVD’s throughput reaches 0.61 and is 0.25 

higher than the traditional ALOHA system. 

FSVD uses unsupervised clustering and a finite symbol 

optimization method to separate collision signals, and does not 

require signal fading information. However, it takes more time 

to complete clustering and optimizing. When there are 3 

collision signal sources, it takes 48ms, shown in Table VI. On 

the other hand, the link frequency is 150kHz. Thus, that may 

not be necessarily real-time. The reason why it takes 48ms is 

that the algorithm uses a brute search and runs on a PC. 

Especially when separating 4 collision signal sources, the 

algorithm takes about 10 seconds on average. Note that in a 

high-efficiency ALOHA network, the frame length needs to be 

set to the number of signal sources. In this case, the probability 

of collision of 4 signal sources is about 1%. In order to save 

time, the collision slot with 4 sources may not be separated. 

Indeed, our algorithm has higher complexity, which is caused 

by the collision signal separation. 

The algorithm code in this paper have been uploaded to 

GitHub. Its download address is 

https://github.com/monk5469/collision-separation. 

APPENDIX 

From (4) 
†=H D C                                       (A-1) 

Substituting (A-1) into (4) has 
†=C DD C                                     (A-2) 

Let D  be an estimation of the dictionary matrix D . Then, 

when the sum of squared errors 

2 H

1

M

m

m

e
=

= = e e
† H( )−DD C C †( )−DD C C            (A-3) 

is minimum, the optimal estimate is obtained, expressed as 
†

2
ˆ arg min || ||



= −
D

D DD C C                     (A-4) 

Simplify the symbols in (A-4), let D = D and then substituting 

it into (A-4) will have (7). 
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