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Abstract: Mild cognitive impairment (MCI) is regarded as a brain 

disconnection syndrome. The functional connectivity from resting 

state functional magnetic resonance imaging (rs-fMRI) shows that 

the number and the strength of the connectivity in MCI will 

decrease. However, many studies have confirmed that, the 

decrease and increase in MCI actually coexist. This paper proposes 

a novel intrinsic-frequency connectivity to study the statistical 

significance between MCI and normal control (NC), especially 

stronger positive connectivity on an MCI group mean level. We use 

a multivariate empirical model decomposition to get intrinsic 

modal functions (IMFs) and calculate the correlations of the IMFs. 

In experiments, we use public data to test the proposed coefficient. 

When some dimension-reduction criteria are adopted, we can find 

some stronger intrinsic frequency correlation in MCI, which 

cannot be observed in traditional correlations. After further 

searched, the stronger connectivity is mainly distributed in the 

regions of MCI functional compensation and abnormal neuron 

recruitment hypothesis. From an intrinsic frequency spectrum, the 

reason for MCI's stronger positive intrinsic frequency correlation 

is that NC's correlation becomes smaller. One of explanations is 

that, the common respiration and cardiac noises in the intrinsic 

frequency correlation are removed, so that the positive correlation 

is weakened. 
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I. INTRODUCTION 

rain science shows that a brain performs conscious 

behaviors commonly in the cooperation of multiple brain 

regions, and functional connectivity (FC) can effectively  

express the cooperation relationship between the brain regions. 

At present, resting state functional magnetic resonance imaging 

(rs-fMR) is a popular method for the study of FC [1-4]. The 

imaging technology can measure the spontaneous activity of 

brain neurons without performing specific cognitive tasks, and 

thus study the default mode network (DMN) of a brain. FC 

plays an important role in the early detection and diagnosis of 
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brain diseases. For example, as a common dementia, 

Alzheimer's disease (AD) manifests as mild cognitive 

impairment (MCI) in its early stages [5], and abnormalities can 

be detected from its DMN. 

Pearson correlation method is a popular method to study FC 

[6-8], which extracts blood oxygen level dependent (BOLD) 

signals from several regions of interest (ROIs), and then 

calculates Pearson correlation coefficients between them to 

express the strength of connections and thus builds a connection 

network. This method is easy in calculation and operation, but 

if the BOLD signals exhibits non-stationarity, Pearson 

correlation is difficult to reflect the dynamic of the signals. For 

this reason, windowed Pearson coefficients can be calculated in 

several windows added to the BOLD signal [9]. However, the 

size of the windows will affect the coefficient performance of 

non-stationary signals [10]. Larger windows will produce lower 

temporal resolution. On the other hand, smaller window will 

also produce lower correlation coefficient resolution. More 

importantly, neither Pearson correlation nor windowed Pearson 

correlation focuses more on the connection strength at different 

frequencies. In fact, the firing rates of various brain neurons are 

different, and the frequency reflected from the BOLD signal is 

at a coarser scale than multi-electrode neuron recording [11]. 

The Pearson correlations above may not show FCs at different  

frequencies. 

Wavelet methods can transform signals from a time domain  

to a time-scale domain and has been used in the FC study of rs-

fMRI in recent years [11 12]. Since the wavelet methods can 

better perform time-frequency analysis of non-stationary 

signals, they can also show the time-frequency nature of a 

dynamic FC network. The methods are to perform wavelet 

transform on the BOLD signals of ROIs and then calculate the 

cross-power between them. However, the wavelet transform is 

much related to its mother function, and different mother 

functions will produce different results. Besides, there are 

numerous coefficients  at different time and scale after wavelet 

transform. It is also a challenge to find features with statistical 

significance between experiment and control groups, from the 

numerous features. Reference [11] uses a maximum positive 
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coupling coefficient and a maximum phase difference criterion  

to find the FC features, but the number of obtained features is 

still large. In addition, the criterion cannot better reflect  

negative coupling coefficients. Existing study [12] has shown 

that the FC significance between groups is also in negative 

correlation. 

MCI can be regarded as a kind of brain disconnection 

syndrome. Many studies [13, 14] have shown that the number 

and the strength of effective connections  in MCI patients are 

lower than those of the NC group. However, there are also 

literatures [15, 16] that have confirmed that, as a pre-state of 

AD, the strengthening and weakening of functional 

connectivity actually coexist in MCI. Hypotheses such as 

functional compensation [15, 17] and abnormal neuron 

recruitment [18] are probable reasons for the increased 

connectivity between brain areas of MCI patients. In this paper, 

we will propose a novel FC coefficient, called intrinsic 

frequency correlation (IFC) for a statistical significance 

between a mild cognitive impairment (MCI) and a normal 

group with rs-fMRI, and especially focus on the connectivity 

where MCI group is stronger than NC. First, we extract BOLD 

series from ROIs and adopt a multivariate empirical model 

decomposition (MEMD) [19, 20] method to decompose these 

series into intrinsic model functions (IMFs) on layers. And then, 

we calculate the Pearson correlation matrices of the IMFs on 

the layers. Through the MEMD method, the BOLD series can 

be decomposed into IMFs with different frequencies, so that the 

correlation matrices from the IMFs can express the FC 

correlations at different frequencies. Furthermore, MEMD can 

make the decomposed IMFs from multiple channels match each 

other. Next, in order to find the significance between the two 

groups, we also use a minimum intra-class distance and a 

maximum inter-class distance criterion to reduce the 

dimensionality of IMF Pearson correlation. 

In order to allow others to repeat our experiment , the data 

comes from the public rs-fMRI Alzheimer’s Disease 

Neuroimaging Initiative (ADNI). Throughout the data, we give 

the experimental results of the intrinsic-frequency connectivity 

coefficient proposed in this paper. Adopting three dimension-

reduction methods, some connectivity of MCI stronger than NC 

are observed in the proposed coefficient matrix, but these 

connections have not been observed in the traditional Pearson 

correlation and wavelet transform. To further find the 

distribution of the connectivity, we set up a search condition 

where MCI has a stronger positive correlation than NC. From 

the search results, the connectivity is  mainly concentrated in the 

frontal, parietal, temporal and cerebellum. The first three are 

consistent with the region where MCI functional compensation  

[26-28] occurs, and the fourth region is consistent with the 

region of the MCI abnormal neuron recruitment hypothesis  [18]. 

From the intrinsic-frequency spectrum, the intrinsic-frequency 

connectivity’s difference between the MCI group and the NC 

group, is larger than the traditional Pearson correlation. The 

likely reason is that the intrinsic-frequencies correlation  

eliminates the common noise between ROIs caused by 

breathing and heartbeat [38-41], so that the positive correlation  

of NC is weakened and even becomes negative. 

II. RELATED WORK 

In recent years, with the development of neuroimaging  

technology, non-invasive fMRI technology has been used more 

and more applied to brain science. In particular, rs -fMRI can 

show the DMN of a brain without completing any cognitive 

tasks. This can remove the impact of the tasks on the data, and 

thus is widely used in the study of FC. Pearson correlation  

coefficient [6-8] is earlier used to evaluate FC strength in a 

brain network. The coefficient calculates the correlation  

between the m -th ROI time series vector mX = ,[ ]t mx  1T
 

and the n -th vector nX = ,[ ]t nx  1T
and is shown as 
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where m  and n  represent the mean of series mX  and nX , 

respectively, 
H( )   enotes transpose. If the number of the 

extracted ROI series is M  , the corresponding eearson 

correlation matrix will be R  = [ ]mnr  M M
 . A 

Comparison of the correlation matrix between an MCI group 

and an NC group, will find the difference in the connectivity 

between the two groups. At present, some deep learning 

algorithms, such as SAE [16] and CNN [21, 45 46], can extract  

the differences between the groups and use these differences to 

achieve good classification results. 

Sometimes, the ROI time series shows non- stationarity. In 

this case, a time window can be added to calculate Pearson 

correlation for the dynamic of FC [17]. If 
( )wX  1L

 

represents the series vector in the w  -th window of the 

original vector X  , then the windowed Pearson correlation 

coefficient can be expressed as 
( ) ( ) ( ) H

( )

( ) ( ) ( ) ( ) H ( ) ( ) ( ) ( ) H

( )( )

( )( ) ( )( )

w w w

x t yw

w w w w w w w w

x x y y

r
 

   

 


   

X Y

X X Y Y

 

 (2) 

where 
( )w

x  represents the mean of the series. Similar to the 

eearson correlation matrix, W   windowed eearson 
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Fig. 1. Traditional FC correlation coefficients: Pearson correlation, windowed 
Pearson correlation and wavelet transform correlation 
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correlation matrices ( )wR =
( )[ ]w

mnr  M M ， w  =1, 2, ... 

W  can be produced. Compared with (1), the coefficient in (2) 

has a time variable, so it can express the change of the 

correlation with time. 

Furthermore, in order to express the connection strength of 

FC at different frequencies, a wavelet transform method is also 

used in the study of FC. The general approach is to calculate a 

wavelet transform and then cross power of two ROI time series 

[11, 12, 22] to express the correlation between them, i.e. 
( , ) ( , ) ( , )( , )j k j k j k

mn xy m nr P WT WT                  (3) 

where  
( )xyP   is a cross power function，

( , )

, , ( )j k

m t t m j kWT x t   is the signal after wavelet 

transform， 

( )t  is a wavelet mother function， 

j  and k  are a scale and time factor, respectively， 

( ) represents conjugate. 

since the scale factor j   make the wavelet function ( )t  

lengthen or shorten, it can represent the frequency of a signal.  

Thus, the result in (3) on different j  can express FC strength 

at different frequencies. Similar to the windowed eearson, 

the correlation matrices on several scales and time factors 

would be 
( , )j k

R =
( , )[ ]j k

mnr  M M ，j =1, 2, ... J ，k =1, 2, ...
K 。 

III. PROBLEM DESCRIPTION  

Although Pearson correlation, windowed Pearson correlation  

and wavelet transform correlation coefficient can be expressed 

as the connection strength of FC, there are some problems when 

they are used to find a statistical significance between an MCI 

and NC group. Fig.1 illustrates the calculated FC strength 

between ROIs via the three methods above. Pearson correlation 

adopts all time points of two ROI series to calculate the 

coefficient mnr  as shown in (1), and produces a correlation 

matrix R  when extending mnr   to multiple ROIs. However, 

the matrix does not contain any information about frequencies.  

For the windowed Pearson correlation 
( )w

mnr   in (2) and its 

extended matrix 
( )wR  , it has a time variable w , but still 

carry no information about frequencies. In fact, the Pearson 

correlation from the BOLD signal of ROI is within a frequency 

band. However, the value of the correlation at different  

frequencies may be different [11], and such Pearson correlation 

may conceal the statistical significance reflected at different  

frequencies. 

In addition, the connection strength coefficient  
( , )j k

mnr  via 

the wavelet transform does have time and frequency 

information. However, from (3), the final correlation will be 

a four-dimensional tensor ( , )j k
R  , which has both a time 

variable k  and a scale variable j . How to find features with 

statistical significance from the numerous coefficients is also a 

challenge. Reference [11] uses a maximum cross power 

spectrum and a maximum phase difference criterion to reduce 

the frequency dimension. Since there is no time dimension 

reduction, the number of coefficients is still large. 

For the problem above, this paper proposes a novel 

correlation coefficient which can describe the FC connection 

strength at different frequencies. Besides, an intra-class and 

inter-class distance criterion is used to reduce the dimension of 

the coefficient. When using the dimension-reduction criteria, it 

can help us to find statistical significant between the MCI group 

and the NC at different intrinsic frequencies. 

IV. IFC CORRELATION COEFFICIENT 

A. Overview of coefficient calculations 

In this paper, we will use the proposed IFC coefficient to 

express the FC strength. The flow chart of the coefficient  

calculation is shown in Fig.2. First, extract the ROI time series 

from the rs-fMRI samples of subjects and let MEMD 

decompose each subject’s ROI series into IMF components. 

Calculate each subject’s Pearson correlation coefficient  

between each pair of ROIs on each layer of IMF. Finally, a 

dimension reduction criterion in training samples is used to 

decide which layer’s IMF correlation should be selected for the 

final IFC coefficient. Next, we will give the details of the IFC 

calculation. 

B. MEMD decomposition 

For the IFC calculation, if EMD[47] decomposition is used 

=
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Fig. 2.  The flow chart of IFC correlation coefficient 
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independently for each ROI of each subject, it will cause the 

number of IMF components of each ROI to be different. It is 

difficult to calculate the correlation coefficient between each 

layer’s IMFs because the IMFs on each layer probably do not 

match. MEMD [19, 20, 43, 44] is a multivariate (i.e. multi-

channel) empirical mode decomposition, which can complete a 

joint decomposition of multiple ROI time series and make the 

IMF components of multiple ROI signals matched in time and 

layer. Therefore, this helps to calculate each layer’s correlation.  

Let mX = ,[ ]t mx 
1T

, m =1, 2, … M be the time series of 

M  ROIs extracted from a subject. After mX  is decomposed 

by MEMD, it can be expressed as  

   
( )

1

Q
q

m m m

q

 X C E , m =1, 2, … M         (4) 

where 
( )q

mC  = ,[ ]q

t mc  1T
  is the q  -th layer IMF vector 

and mE  is the residual. Through MEMD decomposition, it can 

be ensured that both mX  and nX  can be decomposed into Q  

IMF components, even if m  n . 

C. IMF correlation coefficient matrix 

 

After MEMD decomposition, the IMF components of 

multiple ROIs of each sample can be matched with each other, 

so the correlation coefficient matrix between these ROIs on 

each layer component can be calculated. The correlation  

coefficient between the m -th and the n -th ROI time series on 

the q -th layer IMF component can be expressed as  
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where 
( )q

m  represents the mean of the vector 
( )q

mC . If the 

number of ROIs is M , the correlation matrix on the q -th 

IMF component can be shown as 
( ) ( )[ ]q q M M

mnr  R , 1,2, ,q Q      (6) 

D. Dimensionality reduction 

 

After MEMD and correlation calculation, there are Q  

correlation matrices for each subject. If these matrices are 

regarded as three-dimensional tensors, the dimension is 

M M Q   . Here, we will use some criteria to reduce the 

third dimension Q  . From 
( )q

mnr  , q  =1, 2, … Q  , select a 

correlation coefficient 
ˆ( )mnq

mnr   on the ˆ
mnq  -th layer component 

and let 
ˆ( )ˆ mnq

mn mnr r               (7) 

Thus, we have the following correlation matrix after 

dimensionality reduction 

ˆ ˆ[ ]mnrR M M         (8) 

To find the component index ˆ
mnq , we will use the following 

three criteria. 

1) Minimum intra-class distance criterion  

If there are IN  classes in a training set, the selection of  ˆ
mnq  

in a minimum intra-class distance criterion will satisfy 

( )

{1,2,.. } 1

1
ˆ arg min ( )

IN
q

mn mn
q Q iI

q i
N


 

           (9) 

where 
( ) ( )q

mn i   is defined as the intra-class distance of 

correlation coefficients in JN   training samples in the i  -th 

class and the coefficients are for the q  -th component 

correlation between the m -th and n -th ROIs, expressed as 

( ) ( ) ( ) 2

1

1
( ) [ ( , ) ( )]

JN
q q q

mn mn mn

jJ

i r i j r i
N




    (10) 

where 
( ) ( , )q

mnr i j  represents the correlation coefficient of the 

j -th training sample in class i , and 
( ) ( )q

mnr i  corresponds to 

the mean of class i . The intra-class distance can represent the 

degree of aggregation of a class. Fig.3 (a) and (b) gives two kind  

of clustering results. From the figures, it can be seen that the 

intra-class distance of (b) is smaller than (a). Since the degree 

of aggregation in (b) is better, the classification in (b) is also 

easier. 

2) Maximum inter-class distance criterion  

If there are IN  classes in a training set, the selection of ˆ
mnq  

for a maximum inter-class distance criterion will satisfy 

Table. 1. 
Steps of calculating IFC correlation matrix 

Input： 
M ROI time series from a subject 

mX =
,[ ]t mx  1T , m

= 1,2,.. M   
O utput： 

IFC correlation coefficient matrix R̂  M M  
Known： 

There are 
IN   classes in a training set and each class 

contains 
JN  samples 

Steps： 
I MEMD 

①Calculate the subject’s Q  IMF components ( )q

mC =
,[ ]q

t mc
 1T , m =1,2,.. M , q =1,2,.. Q  from (4); 

II IMF Correlation matrix 
②Get the correlation matrix ( )q

R = ( )[ ]q

mnr  M M , q
=1,2,.. Q  of each sample from equation (5-6) ; 

III Dimensionality reduction 
③Find the IMF component index ˆ

mnq  in a training set by 
(9-13); 

④Obtain the final correlation matrix ˆ ˆ[ ]mnrR 
M M

 
from (7-8). 

 

 
Fig. 3 Intra-class distance and inter-class distance in clustering, 

where intra-class distance in (a) > intra-class distance in (b) and 

inter-class distance in (c) < inter-class distance in (d) 
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( )

{1,2,.. } 2

1
ˆ arg max ( , )

( )I

q

mn mnN
q Q i j

q i j
 

               (11) 

where 
( ) ( , )q

mn i j  is defined as the inter-class distance of 

correlation coefficients between class i  and j  , and the 

coefficients are for the q -th component correlation between 

the m -th and n -th ROIs, expressed as 

( ) ( ) ( ) 2( , ) [ ( ) ( )]q q q

mn mn mni j r i r j                (12) 

The inter-class distance can represent the degree of difference 

between classes. Fig.3 (c) and (d) give two kind of clustering 

results. From the figures, it can be seen that the inter-class 

distance of (d) is greater than (c). Since the degree of difference 

in (d) is better, the classification in (d) is also easier. 

3) Maximum intre-class minimum intra-class distance 

criterion  

If there are IN classes in a training set, the selection of ˆ
mnq  

in a maximum inter-class minimum intra-class distance 

criterion will satisfy 

( ) ( )

{1,2,.. } 12

1 1
ˆ arg max ( , ) ( )

( )

I

I

N
q q

mn mn mnN
q Q i j iI

q i j i
N

 
  

     (13) 

Since (13) puts the inter-class distance on a numerator and the 

intra-class distance on a denominator, this criterion combines 

the two distance above. 

The dimension of the correlation matrix R̂  obtained from 

(7-13) is M M  . Compared with the windowed eearson 

correlation and wavelet transform correlation matrix, the time 

dimension or frequency dimension will be reduced. In addition, 

the component index ˆ
mnq   are usually different for different 

mn , i.e. ˆ ˆ
mn ijq q  when mn ij . Since IMFs on different 

ˆ
mnq  have different frequencies, R̂  can reflect the connection 

strength between different pairs of ROIs at different frequencies. 

Moreover, the correlation coefficient 
ˆ( )mnq

mnr   selected by the 

above three criteria is not necessarily a positive coupling or 

negative coupling coefficient, but only represents correlation  

between a pair of ROIs at a frequency. 

Finally, Table 1 shows the steps to calculate the IFC 

correlation matrix. 

 

V. EXPERIMENT SETUP  

A. Data and preprocessing  

In this experiment, we use MCI and NC rs -fMRI data 

collected by two different devices, Philip and Siemens. The data 

is from ADNI whose website is http://adni.loni. usc.edu/, and 

its parameter details are given in Table 2. Data preprocessing 

adopts Data Processing & Analysis of Brain Imaging (DPABI) 

toolbox [23]. The details are as follows. 

 To ensure magnetization equilibrium, the first 10 rs -fMRI 

volumes are discarded for each subject collected by Philip , 

and 130 rs-fMRI volumes are retained; the first 17 rs -

fMRI volumes are discarded for each subject collected by 

Siemens, and 180 rs-fMRI volumes are retained; 

 In order to make the data on each slice correspond to the 

same time point, the slices are realigned with the 48th slice 

to minimize relative errors across each TR; 

 Perform head motion correction and select the subjects 

with head motion less than 2.0 mm displacement in any 

directions or 2.0 of any angular motion throughout the 

resting-state scan； 

T ABLE 3  
PARAMETERS IN FC CORRELATION COEFFICIENTS 

Parameters  Description 

Pearson 

   Correlation coefficient 

Wavelet  

Wavelet generating function 

Center frequency 

bandwidth 

Scale range 

IFC1 

Dimension-reduction 

criterion 

 

eearson correlation 

 

Complex Morlet 

1 

1 

10-39 

 

Minimum intra-class distance 

Maximum inter-class distance 

Min intra- and max inter-class 

distance 

Note: 
1. For IFC coefficient, the download address of MEMD code is 

  https://github.com/mariogrune/MEMD-Python- 

 

Table 2  
Parameters in rs-fMRI data 

Parameter 

 

Philip 

Equipment 
Field Strength 
Flip Angle 
TR 

TE 
Pixel Spacing 
Slices 
Number of TR 

 
3.0 Tesla 
80° 
3000ms 

30ms 
3.3mm×3.3mm 
48 
140 

 

 
(a) 

 
(b) 

Fig. 4 (a) DVV plot and (b) DVV scatter plot by DVV toolbox [42], where 

‘original’ denotes the ROI series and ‘surrogate’ denotes the surrogate signal 
through DVV toolbox.  
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 Perform reorientation on all subjects to prepare for the 

registration of rs-fMRI and MRI data； 

 The MRI data matching the rs-fMRI data performs skull 

stripping, and then registered with the rs -fMRI data so that 

the rs-fMRI data can be segmented into cerebrospinal 

fluid (CSF), gray matter and white matter (WM) signals； 

 Six motion parameters (i.e. three rotation parameters and 

three translation parameters), the CSF and WM signals are 

removed as nuisance variables to reduce the effects of 

head motion and non-neuronal BOLD fluctuations; 

 

 
 

Fig. 5 Intrinsic-frequency connectivity: maximum inter-class distance (IFC_max, middle column), minimum intra-class distance  (IFC_min, left column), and 

maximum inter-class & minimum intra-class distance (IFC_mima, right column); NC group means (top row), MCI group means (bottom row). Frontal = (1–16, 
19–28, 69–70), insula = (29, 30); temporal = (79–90), parietal = (17–18, 57–68),  occipital = (43–56),  limbic = (31–40), subcortical = (41–42, 71–78), cerebellum 
= (91–108), vermis = (109–116), where No. of ROI is from AAL template, seen in Table A1 of Appendix. The white area is the points removed by FDR correction. 

 

 

 
 

Fig. 6 Connectivity by Pearson correlation (right column) [16] and Wavelet method ( middle column: WP, right column: WF) [11]: NC group means (top row) 
and MCI group means (bottom row). The ROIs are the same as Fig. 4 and the white area is the points removed by FDR correction.  
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 After normalization and smoothing, we fitter all data to a 

frequency range (0.01-0.08 Hz) 

 Use Anatomical Automatic Labeling (AAL) [24] atlas to 

divide the brain into 116 ROIs and each hemisphere 

contains 58 regions; then, the Philip data matrix with 130

 116 and the Siemens data matrix with 180  116 are 

obtained； 

 Select data from the image quality and registration quality 

of all subjects; finally, we obtain 32 MCI and 32 NC 

images scanned by Philip. 

B. Evaluated correlation coefficient  

This experiment compares the proposed IFC coefficient  

method with other conventional correlation coefficients, i.e. 

eearson correlation coefficient (eearson) [16], wavelet 

transform coupling coefficient [11]. The IFC coefficient method 

adopts three dimension reduction criteria, a minimum intra-

class (IFC_min), a maximum inter-class (IFC_max) and a 

Minimum intra-class Maximum inter-class distance 

(IFC_mima) criterion to obtain three IFC coefficients. The 

details of the FC coefficients are as follows and their parameters 

are given in Table 3. 

 eearson：for ROI time series, calculate eearson correlation 

coefficients in (1); 

 Wavelet：after wavelet transforms of ROI time series, 

calculate the cross powers in (3) and perform dimension 

reduction through a maximum positive coupling value 

criterion in [11], get several wavelet coupling (We) 

matrices  / wavelet frequency (WF) disparity matrices on 

time points and then average them;  

 IFC：steps are shown in Table 1 where IFC_min uses the 

minimum intra-class distance criterion, IFC_max uses the 

maximum inter-class distance criterion, and IFC_mima 

uses the maximum intre-class minimum intra-class 

distance criterion. 

VI.  RESULTS  

A. Correlation matrix: NC group and MCI group 

MEMD has its advantages in processing non-stationary and 

nonlinear signals, so it is necessary to determine whether the 

processed signal has nonlinearity. Here, we used the delay 

vector variance (DVV) toolbox [42] to test the time series 

extracted from the ROI. The test results are shown in Fig. 4.  

Using the surrogate data methodology, the DVV plot in Fig. 4 

(a) and the DVV scatter diagram in Fig. 4(b) can be generated 

using the DVV method. In DVV scatter diagram, the target 

variance values of the original s ignal are plotted against the 

averaged variance values, calculated over a number of 

 
Fig. 7.  Histograms of the number of the intrinsic frequency connectivity on 

group means:  MCI - NC >  & NC >0, where  =0.3-0.4.  
 

 
Fig. 8 Histograms of the intrinsic frequency connectivity between ROIs, for 

MCI (blue) and NC (red) group means: MCI - NC >0.36 & NC >0.  

 

 
Fig. 9 Correlation coefficients for the connectivity in Fig. 7 on NC group 

means (middle) and MCI group means (top), and correlation difference 

( i iMCI NC ) on group means (bottom), where 0 on x-axis represents raw 

time series and 1-6 represent IMF 1-6, respectively.  
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surrogates. As a result, the scatter diagram deviates from 

bisector line. Thus, the tested data has the nonlinearity. 

Fig. 5 shows the intrinsic-frequency correlation matrix from 

MEMD decomposition, on the NC and MCI group means . For 

comparison, Fig. 6 shows the correlation matrix of the Pearson 

and wavelet transform methods. For the Pearson correlation  

matrix, the frontal, occipital, and parietal regions have strong 

correlation. Since MCI is a brain disconnection syndrome, in 

general, the Pearson correlation of MCI is weaker than that of 

NC. For the WP correlation of the wavelet, the occipital region 

has stronger positive correlation, but other regions show more 

negative correlation patterns. In addition, the pattern of the WF 

correlation is opposite of WP. That is, the regions with a strong 

connectivity have a larger correlation value and a smaller 

frequency difference.  

In Fig. 5, NC has stronger positive correlation than MCI in  

some regions, which is similar to the Pearson and wavelet in 

Fig. 6. However, in the regions connected with the frontal, 

temporal, parietal, and cerebellum, the MCI group has a 

stronger positive correlation than the NC group. The stronger 

positive correlations cannot be observed in the Pearson and 

wavelet. In the frontal connected with the occipital, for example, 

ROI 4 - 53 (SFGdor.R - IOG.L), ROI 23 -51 (SFGmed.L - 

MOG.L) and ROI 24 -54 (SFGmed.R - IOG.R), the MCI group 

is stronger than the NC group. These can be observed in all of 

the three criteria of MA, MI and MAMI. 

B. Intrinsic frequency connectivity 

To further analyze which regions in the MCI group have 

stronger intrinsic frequency correlation than the NC group, we 

set the following conditions  

MCI - NC >  & NC >0                      (16) 

where  

MCI - NC = max{ , 1,2,...}i iMCI NC i       (17) 

in which iMCI  and iNC  denote the i th IMF connectivity 

mean of the MCI and NC group, respectively and   is a 

threshold greater than 0. When   is 0.3-0.4, Fig. 7 shows the 

number of intrinsic frequency correlation coefficients that meet  

the condition (16) in the nine brain regions. No matter how   

changes, the regions with more correlation coefficients meeting  

the condition are the frontal, occipital, parietal, temporal and 

cerebellum.  

Next, we set the threshold in (16) to  = 0.36 to further 

analyze the intrinsic frequency correlations. It can be seen from 

Fig. 7 that if the threshold is too large, the number of intrinsic 

frequency correlation coefficients searched is too small, 

otherwise, it is too large, and 0.36 is a compromise. From the 

threshold, we find 61 intrinsic frequency correlations, and the 

mean values of their MCI and NC group are shown in Fig. 8. 

 
(a) 

 
(b) 

 
Fig. 10 An example of (a) raw time series and IMF 0-5 of ROI 57 (blue) and 

ROI 98(red) for an NC subject and an MCI subject, and (b) histograms of 
correlation coefficients of raw time series and IMF 0-5 for the NC subject 
(blue) and the MCI subject (red), where IMF 0 denotes the ROI raw time series.  

 

 
(a) 

 
(b) 

 

Fig. 11 (a) Intrinsic-frequency connectivity and (b) nodes and edges on group 

means: MCI - NC >0.36.& MCI >0 & NC >0.  
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Since the intrinsic frequency has different values on each IMF 

level, Fig. 9 gives their intrinsic-frequency spectrum, where we 

show each IMF's correlation coefficient 1( )R i , 2 ( )R i  on the 

MCI and NC group means of the above 61 correlations and the 

correlation coefficient difference 3( )R i   between the two 

groups. The relation is expressed as 

1( ) iR i MCI                                      (18) 

2 ( ) iR i NC                                       (19) 

3( ) i iR i MCI NC                               (20) 

where i  denotes the i th IMF component. If i  is 0, it denotes 

the correlation of raw ROI time series, i.e. Pearson correlation. 

In the spectrum, most of the correlation coefficients and 

correlation coefficient differences increase with the value of i , 

that is, the correlation coefficient will have a larger value at a 

lower intrinsic frequency. In particular, the Pearson correlation  

calculated on the raw time series on the NC group is positive, 

while the correlation on some IMF components turns from 

positive to negative. Moreover, most of the correlation  

coefficient difference between groups does not reach the 

maximum value at i =0. This also means that the correlation 

coefficient on the IMF component may be larger than the 

Pearson correlation from the raw series. 

Fig. 10 shows an example for calculating the intrinsic 

frequency correlation spectrum. In the example, the time series 

of ROI 57 and 58 of an MCI subject and an NC subject are 

extracted respectively, and the series are decomposed by 

MEMD to get IMF 0-5. Then, the correlation coefficients on the 

raw time series and each IMF component is calculated. In the 

figure, the correlation of the raw time series on the NC subject 

is weaker than that of the MCI subject, and the difference 

between the two is about 0.5. On the other hand, the difference 

of the correlation coefficients between the NC and MCI 

subjects on each IMF component shows diversity. Similar to the 

correlation coefficient of the raw sequence, the correlation  

value of IMF2, 3 and 4 in the NC subject is positive, and the 

correlation value of MCI is also positive. However, the 

difference between the correlation values of NC and MCI 

subjects on each IMF is not the same. The difference on IMF2 

is the largest, reaching about 0.7, larger than the correlation of 

the raw time series. Besides, note that for IMF1 and IMF5, the 

NC subject has a negative correlation, while its raw time series 

has a positive correlation. That is, raw Pearson correlation may  

change from positive to negative after EMD decomposition. 

To facilitate visualization, the distribution of the 61 

correlations on a correlation matrix is shown in Fig. 11(a), and 

the edges of these correlation are displayed in BrainNet Viewer 

[25] in Fig. 11(b). Consistent with the results in Fig. 7, except  

the regions correlated to the limbic, subcortical and vermis, 

 
(a) 

 
(b) 

 

Fig. 12 (a) The numbers of Intrinsic-frequency correlations where the 

symbol‘/’is followed by the number of correlations, and (b)  topographical 

distribution of the 61 correlations in a circle plot, on group means: MCI -
NC >0.36 & MCI >0 & NC >0.  

 

 

 
 
Fig. 13 Intrinsic-frequency connectivity by noise-assisted MEMD [44] : 
=0.25 and ch =20 (top row and left column),  =0.30 and ch =50 (top row 

and right column),  =0.30 and ch =116 (bottom row and left column), 
=0.25 and ch =200 (bottom row and right column), where ch  denotes the 

number of noise channels, the noise is selected as Gaussian white noise and the 

signal to noise ratio is 0dB.  
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where the number of the correlation coefficients satisfying (11 ) 

is less, the other regions are more. 

In order to count the number of correlation coefficients in  

each region, we give Fig. 12(a). In the figure, the regions 

correlated to the frontal, occipital, parietal, temporal, and 

cerebellum have more correlations, 30, 14, 13, 14 and 24, 

respectively. Fig. 12(b) uses a circle plot to show the 61 

connections, where the arc with larger length has more 

connections. In the figure, R51 (left middle occipital gyrus, 

MOG) has the largest arc lengths. The connections are mainly 

distributed with R3 (left/right superior frontal gyrus dorsal, 

SFGdor), and 23 (left superior frontal gyrus middle, SFGmid).  

From literatures [19, 20, 43, 44], a noise-assisted MEMD can 

reduce the mode mixing. Here, we recalculated the correlation  

using the noise-assisted method in [44]. First, use the noise-

assisted MEMD to decompose the ROI signals, and then 

compute the intrinsic frequency correlations on IMFs. We give 

the comparison results  from the method. For the noise-assisted 

method, the noise is selected as Gaussian and the signal-to-

noise ratio is 0dB.  According to the literatures [19, 43], the 

number of channels of noise should be a compromise value. 

Too large can reduce mode mixing, but it will also cause 

leakage. Here, we choose four channel numbers, 20, 50, 116 

and 200, respectively. From Fig. 13, after the noise-assisted 

method used, the searched points are more concentrated, not as 

scattered as the points in the noiseless -assisted method, and the 

distribution of these points looks like some clusters. Although 

the results are different from the noiseless -assisted results, the 

distribution area is still concentrated in the cerebellum, the 

frontal and the occipital.  

VII. CONCLUSION AND DISCUSSION  

This paper proposes a method of intrinsic-frequency  

connection to study the functional connectivity of rs -fMRI. This 

method first extracts the ROI time series from each subject 

using the AAL template, and then simultaneously performs  

multi-channel empirical mode decomposition on the ROI time 

series to get IMF components. Finally, it calculates the 

correlation coefficient on each IMF. Through the data from 

ADNI, we used this method to calculate the intrinsic frequency 

connection of the MCI and NC group, focusing on the 

differences between the two groups . And the differences are 

difficult to be observed in the traditional methods like the 

Pearson correlation or the wavelet. 

In the proposed method, we use  three criteria, maximu m 

inter-class distance, minimum intra-class distance and 

maximum intra-class maximum inter-class distance to reduce 

the dimension of the intrinsic-frequency correlation matrix, 

respectively and get the correlation matrices on the MCI and 

NC group mean level. The three matrices all show that some 

MCI connections have stronger positive correlation than NC, 

for example, the correlations between ROI  4 - 53 (SFGdor.R - 

IOG.L), ROI  23 -51 (SFGmed.L - MOG.L) and ROI 24 -54 

(SFGmed.R - IOG.R), which are not observed in the traditional 

Pearson and wavelet correlation matrix. 

We analyzed the spectra for the intrinsic frequency 

correlation on MCI and the NC group mean, and the spectra for 

the difference between the two groups. Compared with the 

Pearson correlation from raw series, the MCI group's intrinsic-

frequency correlations are indeed stronger on some IMF layers, 

while the NC group's connection is weaker. Thus, the difference 

between the two groups is larger than the Pearson correlation. 

And, the correlations with larger differences mostly occur at 

lower intrinsic frequencies (higher IMF layers). Some intrinsic 

frequency correlations of the NC group have weaker positive 

correlations than the Pearson correlations of the raw series. One 

of likely explanations is that the raw series have the common 

noise, from respiration and cardiac processes [38-41],  which 

make the correlation between regions tends to be positive. 

However, the series decomposed by MEMD are at different  

intrinsic frequencies. When there is no common noise at the 

intrinsic frequency of some IMFs, the positive correlation will 

be weakened, and even will appear negative. The factors will 

make it easier to find stronger connections of the MCI group 

than those of the NC through the intrinsic frequency connection, 

instead of the Pearson correlation. 

To find where the correlation coefficients with stronger 

positive correlation are, we set the search condition, where the 

mean intrinsic frequency correlations of the MCI and NC group 

are positive and the differences between the two groups are 

greater than a threshold. We set the threshold between 0.3-0.4. 

No matter how the threshold changes, the searched correlations 

are mostly distributed in the regions correlated to the frontal, 

cerebellum, temporal, occipital, and parietal.  

Moreover, to further analyze the correlations, we set the 

threshold to 0.36, because a larger threshold will result in fewer 

search results, and vice versa. From the threshold, 61 

correlations coefficients with stronger positive correlation are 

found. For the coefficients, we still find that the correlation  

coefficients are distributed in the frontal, cerebellum, temporal, 

occipital, and parietal, from the highest to the lowest. The 

number of coefficients is 30, 24, 14, 14 and 13, respectively. 

The frontal, temporal and parietal are consistent with the 

regions [29-32] where the cognitive function loss compensation 

hypothesis [26-28] occurs in MCI, and the number and the 

value of the correlation coefficients both are enhanced. For the 

occipital, the positive correlation coefficients appear in the 

correlated frontal, about 6 out of the 14, and the frontal is also 

the region with the cognitive function loss compensation. 

Besides, it is interesting that the cerebellum has many strong 

positive correlation coefficients. The region is one of the 

common areas of the resting state network (RSN). There are 

many evidences that it is also involved in various cognitive 

impairment including MCI and AD [28, 30, 33-35]. Although 

the cerebellum usually does not have amyloid plaques [36, 37], 

MCI can cause changes in the primary cerebral cortex. This will 

result in abnormal recruitment of neurons and affects the 

change of RSN and the increase of the connectivity in the 

cerebellum, which is confirmed in literature [18]. 

In addition, the noise-assisted results are similar to the 

noiseless-assisted ones, and the searched regions are still 

concentrated in the cerebellum, the frontal and the occipital. 

The likely explanation for the similar results obtained by noise-

assisted MEMD algorithm is that the ROI series themselves are 

noisy. Therefore, direct MEMD decomposition for the ROI is 
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equivalent to adding noise to a pure signal and then performing 

MEMD decomposition. This algorithm is actually similar to 

MEMD decomposition with several noise channels. Both of 

them are to prevent mode splitting. 

In the method of the empirical mode method, one of 

problems is how to match on IMF layers. When MEMD 

decomposes multiple ROI series of a subject simultaneously, 

the number of IMF layers decomposed is the same. Since each 

subject uses MEMD to decompose its ROI independently, 

however, the number of IMF decomposed between subjects will 

be different. In this case, it is difficult to ensure that one IMF 

correlation of one subject matches that of another subject. One 

solution is to use MEMD for all ROIs of all subjects 

simultaneously, instead of all ROIs of each subject 

independently. However, this will cause the number of 

MEMD's channels to increase significantly. When the channels 

increases, the higher-layer IMF components tend to be the same 

due to the Hamersley sequence [19] by MEMD. In this case, the 

correlation coefficient on higher layers will be closer to 1, and 

it will be more difficult to find the statistical significance. To 

ensure that the number of IMF layers of all subjects is the same 

in the experiment, the final number of layers selects the 

minimum of the number of IMF layers of all subjects. Then, the 

group mean of each layer is the mean of the correlation  

coefficients calculated on the same layer. Although they may  

not match strictly, unlike Fourier transform and wavelet 

transform, the frequency of the IMF component by EMD is the 

intrinsic frequency of a signal, which is usually a frequency 

range rather than a point. Therefore, the correlation coefficient  

calculated in this way does not represent a frequency value, but 

a frequency band. Matching in a frequency range is much looser 

than that at a frequency point.  

Furthermore, to find the differences unobserved in the 

traditional methods, the focus of this paper is that MCI has 

stronger correlation than NC. In fact, we can also study some 

other differences, e.g. the connectivity of NC with negative 

correlation. As mentioned above, the negative correlation of 

NC is easily ignored, due to the common respiration and cardiac 

noise in raw series. In the future, we can use the EMD method 

to find intrinsic frequency connectivity with stronger negative 

correlation between the MCI and the NC group. 

The algorithm code and processed data in this paper have 

been uploaded to GitHub, and its download address is 

https://github.com/monk5469/MEMD_MCI_fMRI. 

APPENDIX 

This appendix gives the indices and names of the ROIs in the 

AAL template, seen in Table A1. 
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